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Motivation

With the advent of MapReduce [2], Dryad [5] and similar frameworks as well as of cloud services like

Amazon’s EC21, cluster computing has become mainstream in recent years. Consequently, the complexity

of resource allocation and scheduling in such multi-tenant, multi-framework, and multi-user environments

have increased considerably. Resource management problems in multi-* cluster environments can now be

classified into three large categories.

In the beginning of the cloud-age, resource management problem was all about scheduling online ho-

mogeneous jobs (e.g., MapReduce jobs) with heterogeneous requirements from different users in privately

owned clusters [1, 4, 6]. Next, cloud providers started to offer services to create on-demand clusters (e.g.,

EC2). This added a new dimension where cloud providers first need to allocate resources from a large pool,

and then their clients get to implement their own scheduling mechanisms in the leased resources (sometimes

cloud providers offer the scheduling service as well). Finally, in order to support heterogeneous frameworks

(e.g. MapReduce and MPI) simultaneously, research on cluster computing operating systems (OSes) (e.g.,

Nexus [3]) is gaining momentum.

Putting everything together, the resource management process in multi-* cluster environments roughly

consists of (i) cloud providers delivering raw clusters based on resource requirements of their customers,

(ii) customers running cluster OSes to manage those resources to manage and schedule jobs from multiple

frameworks, and (iii) frameworks scheduling tasks2 (with or without assistance from the cluster OS) to get

the job done.

Existing work in this space ranges from fair and efficient schedulers for scheduling tasks [4, 6], heuris-

tics for decentralized scheduling to handle multiple frameworks [3], to resource allocation mechanisms for

raw clusters. However, barring rare exceptions, most mechanisms are straightforward heuristics based on

empirical evidences without formal definition or study of their performance guarantees.

Project Overview

For this project, we are currently considering two possible directions in this problem space. We will pick one

as we move forward.

1http://aws.amazon.com/ec2/
2A job consists of multiple smaller tasks.
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1. Resource allocation algorithm for cloud providers: We want to formally model the online

resource allocation problem by identifying resource requirements, constraints, involved parties, and

their contrasting objectives. Next, we want to design one or more algorithms to maximize the revenue

from the cloud provider’s perspective. Finally, time permitting, we would like to perform complexity

analysis of the proposed algorithm(s) and simulate them to compare against baseline counterparts.

2. Job scheduling algorithm for cluster OS: We want to formally define the cluster OS scheduling

problem and design a centralized algorithm as opposed to the existing decentralized heuristic3 [3].

Our objective, in this case, can be minimizing average makespans of jobs from different frameworks

or implementing prioritized scheduling etc. Finally, time permitting, we will compare the proposed

algorithm against its existing counterpart through simulation.
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3Formally analyzing the complexity and performance of the decentralized mechanism can also be an interesting challenge.
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